


Making DNNs a little bit more Bayesian 

Weight Uncertainty in Neural Networks https://arxiv.org/abs/1505.05424

https://arxiv.org/abs/1505.05424


Why Generative Models?

●

●

●

●

●

●

●



Definitions

Observed variables

Unobserved or latent 
variables



Building Generative Models
Graphical Models



Building Generative Models
Graphical Models



Building Generative Models
Graphical Models: a concrete example



Building Generative Models
Graphical Models + Computational Graphs (aka NNets)



Building Generative Models
Graphical Models + Computational Graphs (alternative notation)



Goal Quantity of Interest

Prediction

Planning

Parameter estimation

Experiment Design

Hypothesis testing

What do we want to know about               ?



Density estimation through conditioning
We observe N samples                                and we want to know 

We start by what we know

Conditioning is "just" solving 
integrals!



Density estimation through conditioning
Let's approximate some integrals...



Density estimation through conditioning
Let's approximate some integrals...

MLE estimator is given by 



Approximate Inference: importance sampling
Let's approximate some integrals...



Approximate Inference: Laplace/saddle point 
approx



Approximate Inference: Perturbative expansion



Approximate Inference: Variational approx

Exp is 
concave



Approximate Inference: Relation to information 
theory

RegularizerReconstruction

KLD(q||p) is the number of bits 
necessary to transmit the 

distribution q to a receiver that 
already knowns p



Approximate Inference: Variational mean-field 
approx

Fixed-point 
equations



Variational approx: Amortized inference

Requires solving optimization for every 
new data-point x.

Solution:

Parameters phi are shared across all 
data-points => consistency, fast 

convergence

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


Variational approx: Amortization & 
reparametrization

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

then

idea: find an invertible transformation g 
such that 

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


Variational approx: Amortization & 
reparametrization. Gaussian example:

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


Variational approx: Amortization & 
reparametrization. Gaussian gradients example:

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

Only using first order 
information

Using second order 
information

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


●

●

●

●

Deep Latent Generative Models / VAES

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


Two processes to understand

Generative model and posterior representation 
are connected by variational inference.

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082v3
Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

http://arxiv.org/abs/1401.4082v3
https://arxiv.org/abs/1312.6114


Demo

http://www.youtube.com/watch?v=HFenhtjOtz0


Improving Inference



Desired properties of an inference model

●

●
●

●



Richer Families of Posteriors

Same as the problem of specifying a model of the data itself

Two high-level goals: � Build richer approximate posterior distributions. � Maintain 
computational efficiency and scalability



Richer Families of Posteriors



Richer Families of Posteriors



Amortized inference with Normalizing Flows

Variational Inference with Normalizing Flows https://arxiv.org/abs/1505.05770

https://arxiv.org/abs/1505.05770


Example: Planar Flow in 

Variational Inference with Normalizing Flows https://arxiv.org/abs/1505.05770

https://arxiv.org/abs/1505.05770


Normalizing Flows on non-Euclidean Manifolds

Normalizing Flows on Riemannian Manifolds https://arxiv.org/abs/1611.02304

https://arxiv.org/abs/1611.02304


Normalizing Flows on non-Euclidean Manifolds

Normalizing Flows on Riemannian Manifolds https://arxiv.org/abs/1611.02304

https://arxiv.org/abs/1611.02304


Improved Normalizing Flows

Improving Variational Inference with Inverse Autoregressive Flow https://arxiv.org/abs/1606.0493Density estimation using Real NVP https://arxiv.org/abs/1605.08803

https://arxiv.org/abs/1606.04934
https://arxiv.org/abs/1605.08803


Real NVP: core idea
(real valued non-volume preserving transformations)

A complex, invertible, transformation with 
triangular Jacobian 

Density estimation using Real NVP https://arxiv.org/abs/1605.08803

https://arxiv.org/abs/1605.08803


Real NVP: key property
(real valued non-volume preserving transformations)

The transformation is easily and 
analytically invertible!

Density estimation using Real NVP https://arxiv.org/abs/1605.08803

https://arxiv.org/abs/1605.08803


Real NVP: results
(real valued non-volume preserving transformations)

Density estimation using Real NVP https://arxiv.org/abs/1605.08803

https://arxiv.org/abs/1605.08803


Real NVP: results
(real valued non-volume preserving transformations)

Density estimation using Real NVP https://arxiv.org/abs/1605.08803

https://arxiv.org/abs/1605.08803


Recurrent VAE: Iteratively Generating Data
Forward Model

Towards Conceptual Compression https://arxiv.org/abs/1604.08772 DRAW: A Recurrent Neural Network For Image Generation https://arxiv.org/abs/1502.04623

https://arxiv.org/abs/1604.08772
https://arxiv.org/abs/1502.04623


Recurrent VAE: Iteratively Generating Data
Inference Model

Towards Conceptual Compression https://arxiv.org/abs/1604.08772 DRAW: A Recurrent Neural Network For Image Generation https://arxiv.org/abs/1502.04623

https://arxiv.org/abs/1604.08772
https://arxiv.org/abs/1502.04623


Recurrent VAE: Iteratively Generating Imagenet
●
●

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

(b
its

/d
im

)

https://arxiv.org/abs/1604.08772


Recurrent VAE: Iteratively Generating Imagenet

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

Recurrent VAE Pixel RNN

https://arxiv.org/abs/1604.08772


Applications 
of VAEs



Amortized inference with Normalizing Flows

Variational Inference with Normalizing Flows https://arxiv.org/abs/1505.05770

https://arxiv.org/abs/1505.05770


Making DNNs a little bit more Bayesian 

Weight Uncertainty in Neural Networks https://arxiv.org/abs/1505.05424

https://arxiv.org/abs/1505.05424


Making DNNs a little bit more Bayesian 

Bayesian Recurrent Neural Networks https://arxiv.org/abs/1704.02798



Improving semi-supervised with unsupervised 
features

Maintaining uncertainty allows us to:
● Speed up learning, 
● Use less data, and 
● Obtain better predictions.

Semi-Supervised Learning with Deep Generative Models http://arxiv.org/abs/1406.5298

http://arxiv.org/abs/1406.5298


Extracting relevant factors of variation

Early Visual Concept Learning with Unsupervised Deep Learning https://arxiv.org/abs/1606.05579

https://arxiv.org/abs/1606.05579


Discovering the dimensionality of the data

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/pdf/1401.4082v3.pdf

http://www.youtube.com/watch?v=iQLF5MWzOig
http://arxiv.org/pdf/1401.4082v3.pdf


Missing data imputation for 2D images

Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/pdf/1401.4082v3.pdf

http://www.youtube.com/watch?v=HzP7GcX6j0Y
http://arxiv.org/pdf/1401.4082v3.pdf


Applications of 
Recurrent VAEs



Missing data imputation for 3D images

Unsupervised Learning of 3D Structure from Images https://arxiv.org/abs/1607.00662

http://www.youtube.com/watch?v=stvDAGQwL5c


Understanding Images at multiple scales

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


Understanding Images at multiple scales

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


● Assuming we have access to the joint density

● A new sample x can be compressed by encoding it with the posterior density

● The number of bits necessary to communicate this density the KL-divergence 

Lossy Compression

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


● Given the model

● Where  

● We define compression rate as  

Compression Rate

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


Understanding Images at multiple scales: How 
many bits are stored at each level?

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


Understanding Images at multiple scales: How 
many bits are stored at each level?

Towards Conceptual Compression https://arxiv.org/abs/1604.08772

https://arxiv.org/abs/1604.08772


Understanding Images at multiple scales

Original images

JPEG-2000

JPEG

Compression rate: 0.05bits/dimension

RVAE v1

RVAE v2



Understanding Images at multiple scales

Original images

JPEG-2000

JPEG

Compression rate: 0.15bits/dimension

RVAE v1

RVAE v2



Understanding Images at multiple scales

Original images

JPEG-2000

JPEG

RVAE v1

Compression rate: 0.2bits/dimension

RVAE v2



Summary
● Variational methods in combination with deep learning are very powerful tools 

for many problems in density estimation, information theory and control theory

● We have come a long way in scaling these ideas

● Several challenges remain:

○ Lower-variance gradient estimators

○ Several practical issues in training conditional models

○ Discrete variables

○ Applications to RL



A few references

● Stochastic Backpropagation and Approximate Inference in Deep Generative Models http://arxiv.org/abs/1401.4082 

● Variational Inference with Normalizing Flows https://arxiv.org/abs/1505.05770

● Auto-Encoding Variational Bayes https://arxiv.org/abs/1312.6114

● Semi-Supervised Learning with Deep Generative Models http://arxiv.org/abs/1406.5298 

● DRAW: A Recurrent Neural Network For Image Generation https://arxiv.org/abs/1502.04623 

● Towards Conceptual Compression https://arxiv.org/abs/1604.08772 

● Unsupervised Learning of 3D Structure from Images https://arxiv.org/abs/1607.00662

● One-Shot Generalization in Deep Generative Models http://arxiv.org/abs/1603.05106 

● Normalizing Flows on Riemannian Manifolds https://arxiv.org/abs/1611.02304

● Improving Variational Inference with Inverse Autoregressive Flow https://arxiv.org/abs/1606.0493

● Weight Uncertainty in Neural Networks https://arxiv.org/abs/1505.05424

● Early Visual Concept Learning with Unsupervised Deep Learning https://arxiv.org/abs/1606.05579

● Bayesian Recurrent Neural Networks https://arxiv.org/abs/1704.02798

● Density estimation using Real NVP https://arxiv.org/abs/1605.08803

http://arxiv.org/abs/1401.4082
https://arxiv.org/abs/1505.05770
https://arxiv.org/abs/1312.6114
http://arxiv.org/abs/1406.5298
https://arxiv.org/abs/1502.04623
https://arxiv.org/abs/1604.08772
http://arxiv.org/abs/1603.05106
https://arxiv.org/abs/1611.02304
https://arxiv.org/abs/1606.04934
https://arxiv.org/abs/1505.05424
https://arxiv.org/abs/1606.05579
https://arxiv.org/abs/1704.02798
https://arxiv.org/abs/1605.08803


UAI 2017 Tutorial on 

Deep Generative Models
Shakir Mohamed and Danilo Rezende



Backup



Variational Methods for Channel Capacity 
Estimation



Approximate Inference: Perturbative expansion 
compatible with variational bound

Both perturbative and variational!

h is 
convex


